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DATA DIFFERENCING METHOD TO OPTIMIZE DATA STORING IN
WEATHER MONITORING SYSTEM

H.M. Hussein A.G. Yakunin

This work aims to optimize the storage space for database that stores the measured data for weather param-
eter. The database is a part from a complete project that monitors the weather parameters for long period and
stores a hung amount of data in the database. With time the size of the database grows up. After a long time, the
database size will be very big, which needs a large storage space and takes a long time for processing.

Our method saves more than 78% of storage space, increases the data transfer rate and enhances the system

resources usage.

To store the measured data, the proposed method stores the differences between the actual measured data.
Storing the difference instead of the actual data saves the storage space by 78%.

Keywords: data compression, weather monitoring, weather prediction, temperature sensors, compression

saving, data differencing.

Introduction

Weather predictions (forecasts) are made
by collecting a huge amount of data for the cur-
rent weather state. The prediction accuracy de-
pends on the collected data amount. The col-
lected data can be analyzed using one of the
weather forecast methods [1-3].

As the amount of measured data grows up,
the size of the database increases. After a long
time, the size of database will be too large,
which will absorb the system storage space. To
overcome this problem, many compression algo-
rithms were studied [4-10].

But these algorithms are general purpose
algorithms and they are not the desired for our
case.

Method description

The system database contains table that
stores the measured values for weather parame-
ters. It stores the measured values from sensors,
the time of measuring, and the sensor id.

For simplicity, only one parameter has been
observed and analyzed. This parameter is tem-
perature.

The experimental project has 6 temperature
sensors (S1, S2,...,56). Two of them measure
the temperature outside lab. And the others have
been distributed in different places in the lab.

Every sampling time "T” equals30s, these
sensors measure temperature values in the
range -55° ¢ and 125 ° ¢ and send it to the serv-
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er. Users can explore these values with GUI
website interface (http:/abc.altstu.ru).

Snapshots for website interface are shown
in fig. 1 and fig. 2 for outside and inside meas-

ured values.
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Fig.1 - Measured values for outside temperature.
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Fig.2 - Measured values for inside temperature.
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It is noted that the temperature does not
change suddenly unless there is a sudden
change in some influencing factors.

As seen in the previous figures, the rates of
temperature changes are very small. Also the
differences between measure values from differ-
ent sensors are small.

For analysis, two sensors, one outside (S1)
and the other inside (S3), have been observed
carefully throughout a full day. Their measured
values were plotted in fig 3.
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Fig 3 - Measured values from sensors S1 and S3.

To analysis the measured values, the aver-
age and standard deviation values were calcu-
lated as shown Table 1.

The calculations indicate that the standard
deviation of the measured values is small. So,
it's better to store the differences between suc-
cessive temperature values to save the storage
space.

Moreover, to save space, it is not necessary
to store the time of measurements (knowable
implicitly), where the measurements are made at
regular time intervals.

Table 1: Analysis results for measured values.

S$1 S2

Max. value -12.56 21.00
Min. value -18.63 19.69
Average -15.26 20.52

SD 1.42 0.25

AT max 0.44 0.06
AT min -0.38 -0.13
dT- 23.1% 73.55%
dT<o.1 83 % 100%

AT verage 0.00 0.00

dTsp 0.11 0.03

Where: SD: standard deviation.

66

dTmax: The maximum value of the differences.
dTmin:  The minimum value of the differences.
dT=o: Difference values which are equals zeros.
dT<o.1: Difference values less than 0.1.
dTaverage: Average of difference values.

dTsp : standard deviation of difference values.

It is noted that the statistics in Table 1 indi-
cate that large percentage of the difference val-
ues is equal to zero. So, to save more storage
space, those values are not stored. (And more
space can be saved if the difference values less
than acceptable tolerance value “dT,,” are not
saved).

But if this modification will be applied, a prob-
lem will appear in retrieving data at a given time,
since the time field will be removed from the da-
tabase and data will be stored in an irregular
way.

The following proposal will solve this problem:

- The time period in every day will be divided into
fixed time intervals “N;" (as shown in Fig. 3)

- The difference values of temperature at the
intervals boundaries will be saved.

- When a difference value will be saved in the
database, the number of non-stored values
‘N~ before it will be also saved.

- To save the storage space, the difference value
and the number of non-stored values will be
saved in the same record.

If we assume that the size of database record
will be “B” bits and the size needed to store the
difference value “by’, then the rest bits (B-by) will
be used to store the number of non-stored val-
ues (Np).

The size of B and by can be adjusted by the
system administrator depending the system re-
quirements.

Method procedure

The flowcharts shown in Fig.4 and Fig. 5
show how this method will work to store and re-
trieve the data.

Method analysis

To evaluate the compression method, the
compression ratio and the compression saving
will be calculated.

Compression Ratio (CR): It is the ratio be-
tween the size of compressed file and the size of
the source file [4].

It can be calculated from the equation:
_ Size after compression
CR= Size before compression
The compression saving (CS) can be calcu-

lated using the following equation:
cs= Size before compression —Size after compression

Size before compression
[10/13YHOBCKUIA BECTHUK Ne 2, 2013
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ti : No. of samples per interval.
N : No. of intervals per day.
Ns: Total samples per day

Read and Store the reference b
temprature (T,) at the beginning of 0 Counts the number of
the day - E Cognt=0 4| non-stored values

- Read
..-§ temperature T
and its time t

Fig. 4 - Procedure for storing data in the database

For each temperature value, two bytes were
needed for regular method. But when the differ-
ence values are stored instead the actual values,
only one byte will be needed, because the differ-
ence values vary in the range +0.5°c (as shown
in table 1).

1byte

Then, CR= 5
2 byte
Also CS = 50%.

Also, for lossless compression, the differ-
ence values equal zeros (dT,=0) will not be
stored. As shown in table 1, nearly 23% of out-
side sensors difference values are equal zeros,
and more than 73% for inside difference values.

Then: CSoutsige = 23% *50% +50%=61.5%
CSinsige = 73% *50% +50%=86.5%

There are two outside sensors and four in-
side then:

=50%.

251 5%+ 4+B6.5%
Csaverage = p

So, the investigated method will saves more
than 78% of the storage space.

=78.17%.
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Enter the time (t) to get the
..} corresponding actual
measured value (T,) .

i real time index for the
required value.

‘| K: Calculated index from
virtual indexes

Extract N,,&dT from database
record X[j], calculate the real
| index K.

© Np&AT<-X[il
K<- K+Np +1
T.<- T+ dT

" Restore | stem
X,[J,H . Database |

Fig. 5 - Procedure for retrieving data from the data-
base

This saving ratio can be obtained using oth-
er compression methods. But this method has
several features, including:

- It works with online database (not dumped
data).

- It can be used at terminal computer which
collects data from sensors, so the
data traffic to the server will be faster and
lighter.

- Itis fast and easy.

- It doesn't absorb the system resources.

- The database data transfer will be faster.

- It may be used in data errors detection and
correction.

- Also it may be used for detecting the haz-
ards of sensors operations or turbulence
cases if the difference value exceeds the
acceptable tolerance.

Conclusion and future work

An optimized method for storing weather
measured data in the database has been inves-
tigated and evaluated. The method saves more
than 78% of the storage space.
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It may be also used for data errors detec-
tion and correction. For that an algorithm may be
investigated. The method has been applied for
temperature measurements and it can be ex-
tended for other weather parameters with small
modification.
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MHCTPYMEHTAJIbHAA NOAAEPXKA 3®PEKTUBHOIO
NCMNOJIb3OBAHUA BbICOKOINPOU3BOAUTEJIbHbIX
FTETEPOINEHHbIX CUCTEM

C.A. T'pusaHn, A.W. Jleranos

PaccmarpuBaroTcss noaxoael K ONTUMU3ALUY IPOrPaMM, MPEAHA3HAUECHHBIX JUIs BBIOJHEHNS BEIYUCIICHUIH
Ha rpaduyeckux yckoputemsix. [IpencraBieHbl anropiuTMbl OanaHCUPOBKM HAarpy3KH, 3aBUCSALINE OT KpUTHUeE-
CKHX NapaMeTpoB pelmaeMoil 3agauu. [lpuBeneHsl MpUMepbl HMCHONb30BaHUSA pa3padOTaHHON OMONIMOTEKH,
obecrieynBaroLiel MOACTPOWKY pelaeMol 3agadu TMOJ HCIOJIb3YeMYyI0 KOH(HIYPaLdio BBIUYHUCIUTENbHBIX

CpencTs.

KroueBblie esioBa: GPU, CUDA, aBTonoactpoiika, ONTUMHU3aLusL.

BBepneHue

B HacTosilee Bpemsa HabniojaeTcs LWMpO-
KOe WCMNoMb30BaHWe CynepKOMMbIOTEPHbIX CK-
CTEM Ha OCHOBE HEOAHOPOAHOW (reTeporeHHown)
apxuTekTypbl. OCHOBHbIMU BbIYUCMUTENbHbLIMU
3MeMeHTaMn B HUX SBMSKOTCA chneunanunsmpo-
BaHHble rpaduyeckue yckoputenun (GPU), nos-
BonuBLUME OBONTN KNacTepHbIE CUCTEMbI KaK No
NMUKOBOM, Tak 1 No peanbHO JOCTUTHYTON NPOU3-
BoauTensHocTu. BmecTe ¢ Tem, rpaduyeckue
yckopuTenu, sBNsSsACb OAHON U3 NepcnekTUBHbIX
BbluMCAUTENBHBIX Nnatdopm, TpebyT Ans
cBoero 3apdeKTMBHOrO MCMONb30BaHUSA [OMNOM-
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HWTENbHbIX 3aTpaT Ha aHanuM3 MeTofoB pacna-
pannenveaHnsa pellaemMoi nNpuknagHow 3ajayu
1 UX nporpammupoBaHune. [ins cokpawyeHus aTux
3aTpaT M cosgaHusa d@EKTUBHbBIX napannenb-
HbIX NpPOrpaMmM HeobXo4MMbI METOAbI aBTOMAaTU-
3auuy NporpamMmMupoBaHUs, HamnpaeBleHHble Ha
onTMMM3auMIio Koda ANs KIHOYEBbIX BblYUCIU-
TeNbHbIX A4ep, MoA KOTOPbIMUA B MPUKNaAHbIX
3aavax noHMmarrTcs dparMeHTbl KoAa, peanu-
3ylome napannenbHble anroputMbl. Belaucnu-
TenbHble AApa npu 3Tom MoryT BbITb aBToMaTu-
YecKkn MOACTPOEHbl MOA KOHKPETHOE Mpunoxe-
HVWEe KaK B KOHTEKCTe onpefeneHHbIX BXOAHbIX U
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